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Abstract. We consider a one-to-many persuasion setting, where a persuader presents arguments to a multi-party audience, aiming to convince them of some particular goal argument. The individual audience members each have differing personal knowledge, which they use, together with the arguments presented by the persuader, to determine whether they are convinced of the goal. The persuader must, therefore, carefully consider its strategy, i.e., which arguments to assert, in order to maximise the number of convinced audience members. Here, we use evolutionary search to find (near-)optimal strategies for the persuader. We implement our approach using search-based model engineering, which provides a natural and efficient encoding for such problems. We investigate the performance of our approach on a range of settings, considering different structures and sizes of argumentation frameworks (representing the underlying knowledge available to the persuader and audience members), and varying the size of audience and of the audience members’ personal knowledge bases. We show that we can find effective strategies for problems with more than 200 arguments and more than 100 audience members. Further, we show that the approach supports multiple persuader objectives, finding persuader strategies that aim to minimise arguments to assert while still maximising the number of convinced audience members.
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1. Introduction

Persuasion is the task of inducing the acceptance of a belief in other agents. A political speech is an example of persuasion, in which the politician attempts to persuade the public that their party is the one to vote for at the next election. This paper focuses on such a one-to-many persuasion setting, where a single persuader broadcasts arguments to a multi-party audience with the aim of convincing them of some goal argument. Since each individual audience member reasons with its own set of personal knowledge (which we assume is known to the persuader) any particular set of persuader arguments may be convincing to some audience members but not others, and so the persuader must carefully select which arguments they should assert in order to maximise the number of audience members they convince. This is a challenging problem because of the number of potential solutions and the number of audience members to evaluate against: to exhaustively
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explore the solution space, for each subset of the persuader’s arguments one must consider each audience member and determine whether they would be convinced by those arguments. The number of possible solutions is exponential in the number of arguments known by the persuader, so an exhaustive search for the optimal set is not practical.

Much of the recent work looking at strategic argumentation settings focuses on one-to-one persuasion, e.g., [3,8,21,9,12,19]. Notably, Hunter and Thimm [14] also consider how to determine which set of arguments to present to an audience, using probabilistic argumentation to capture uncertainty about the audience members’ beliefs. However, in contrast to our approach, they do not allow for a range of audience members each with different beliefs. Furthermore, their approach has been applied to settings with up to 7 arguments, while our approach scales to more than 200 arguments. In earlier work [10,11], Hunter looks at how one can select arguments to resonate with a particular audience, but this similarly assumes a typical audience member, while our approach allows representation of distinct audience members. Bench-Capon et al. present a framework that can be used to describe audiences comprised of members with different values [2], but do not address the strategic considerations of the persuader in such a domain.

To efficiently determine the arguments the persuader should assert, we use evolutionary search to find a near-optimal strategy for the persuader, that maximises the number of convinced audience members. We use techniques from search-based model engineering (SBME) [4] to encode the problem. We ran experiments over a range of settings, varying both the size of the problem and the structure of argumentation framework representing the underlying knowledge available to the persuader and audience members, and show that our approach:

- **C1** produces strategies that are effective in convincing members of the audience;
- **C2** finds strategies efficiently, in that it scales well with increasing numbers of arguments in the domain, and increasing numbers of audience members; and
- **C3** can efficiently find strategies that satisfy multiple objectives (in particular, maximising convinced audience members while minimising arguments asserted).

To the best of our knowledge, this work is the first to apply evolutionary search to strategic argumentation. McBurney and Parsons [16] propose an application of an evolutionary algorithm to automate a chance discovery dialogue, where individuals exchange knowledge with the aim of discovering unknown risks and opportunities, but, while they outline their proposed approach, it has not been specified in detail. While the focus here is on a one-to-many persuasion setting, where a persuader uses its knowledge of the audience members to select a set of arguments to assert, the approach we present is sufficiently flexible to capture a range of argument dialogue settings, and we discuss in Section 6 our plans to extend this work to account for uncertainty in the persuader’s knowledge of its audience and to allow dialogues in which each party may present arguments.

This paper is set out as follows. In Section 2 we formally define multi-audience persuasion and introduce search-based model engineering (SBME) in Section 3. Section 4 explains how we use techniques from SBME to search for persuader strategies. We evaluate our approach in Section 5 and finish with a discussion in Section 6.

2. Multi-Audience Persuasion Games (MAPGs)

We can represent arguments as abstract entities in an argumentation framework (AF) [6]. AFs are comprised of a set of arguments and the attacks between them.
Definition 1. An argumentation framework is a pair $\langle A, R \rangle$ s.t. $A$ is a finite set of arguments and $R \subseteq A^2$ is a set of attacks. $(a, b) \in R$ denotes $a$ attacks $b$.

Given an AF, we can ask which arguments are justifiable. Various argumentation semantics have been defined that seek to capture different notions of what it means for an argument to be justified. Our approach does not assume any particular semantics but for our evaluation we use the preferred credulous semantics, which is well-suited to practical reasoning about what to do [18]. An argument is justified under the preferred credulous semantics if it is part of a maximal (under set inclusion) subset of arguments that is conflict-free and that defends all of its members (i.e., if an argument attacks some member of the set, there is some member of the set that attacks that argument).

Definition 2. Let $\langle A, R \rangle$ be an AF and $S \subseteq A$.

- $S$ is conflict-free iff $\forall a, b \in S: (a, b) \notin R$.
- $a \in A$ is acceptable w.r.t. $S$ iff $\forall b \ s.t. (b, a) \in R: \exists c \in S \ s.t. (c, b) \in R$.
- $S$ is admissible iff $S$ is conflict-free and each argument in $S$ is acceptable w.r.t. $S$.
- $S$ is maximally admissible iff $\not\exists e \in (A - S) : S \cup \{e\}$ is admissible.

We denote the justified arguments under the preferred credulous semantics as $\sigma(AF) = \{ a \mid \exists S \subseteq A \ s.t. S$ is maximally admissible and $a \in S\}$

We consider a multi-audience persuasion game (MAPG), in which a persuader seeks to convince a set of persuadees, known as the audience, that a particular topic argument is justified. The persuader’s knowledge is represented by an AF, from which each persuadee’s knowledge is an AF induced from a subset of arguments in the persuader’s AF. The audience captures each persuadee’s knowledge, thus we assume that the persuader has exact knowledge of the audience members; we discuss in Section 6 how our approach can be adapted to allow for uncertain knowledge of the persuadees. The persuader’s strategy is a subset of the persuader’s AF, which are the arguments the persuader will assert to the audience. We assume w.l.o.g. that persuadees each know the topic argument before the persuader presents their arguments.

Definition 3. A multi-audience persuasion game is a tuple $g = \langle p, t, U, S \rangle$, such that:

- $p = \langle A_p, R_p \rangle$ is the argumentation framework belonging to the persuader.
- $t \in A_p$ is the topic, the argument the persuader tries to convince the audiences of.
- $U = \{u_1, \ldots, u_n\}$ is the audience, where $u_i = \langle A_i, R_i \rangle$ is the argumentation framework belonging to persuadee $i$, s.t. $A_i \subseteq A_p, R_i \subseteq R_p$, and $t \in A_i$.
- $S \subseteq A_p$ is the persuader’s strategy.
An example MAPG is shown in Figure 2. Note, the persuader’s strategy is asserted to all persuadees at once; the persuader cannot choose to assert an argument to only a subset of persuadees. A persuadee is convinced if, under their framework combined with the strategy, the topic is justified under the preferred credulous semantics. Note that, in an MAPG, the topic does not have to be justified w.r.t. the persuader’s AF, who may wish to persuade the audience of an argument they do not themselves find justified.

Definition 4. In a multi-audience persuasion game \( g = \langle p, U, t, S \rangle \) with the persuader’s framework \( p = \langle A_p, R_p \rangle \), a persuadee \( i \) with AF \( \langle A_i, R_i \rangle \) is initially convinced in \( g \) iff \( t \in \sigma(\langle A_i, R_i \rangle) \). The function \( \gamma(g, u_i) \rightarrow [0, 1] \) returns 1 iff \( u_i \) is initially convinced in \( g \), 0 otherwise. Similarly, \( i \) is convinced in \( g \) iff \( t \in \sigma((A_i \cup S, R_p \cap (R_i \cup (A_i \cup S)^2))) \). The function \( \hat{\gamma}(g, u_i) \rightarrow [0, 1] \) returns 1 iff \( u_i \) is convinced in \( g \), 0 otherwise.

A persuader is typically interested in convincing as many persuadees as they can. We measure effectiveness of a strategy as the increase in the number of convinced persuadees from those that are initially convinced. By asserting arguments, the persuader may dissuade audience members of the topic; a persuader that dissuades more audience members than they persuade will have a negative effectiveness. As well as trying to convince as many persuadees as possible, the persuader may also wish to minimise some cost associated with asserting a strategy. In this paper, we assume the cost of a strategy is the proportion of the persuader’s arguments put forward in the strategy. The persuader wants to minimise the number of arguments they present, since more arguments may lead to audience disengagement [13]. We refer to this cost as the efficiency of a strategy.

Definition 5. The effectiveness of the strategy in a multi-audience persuasion game \( g = \langle p, U, t, S \rangle \), denoted \( \varepsilon(g) \), is: \( \sum_{u \in U} \hat{\gamma}(g, u) - \sum_{u \in U} \gamma(g, u) \).

Definition 6. The efficiency of the strategy in a multi-audience persuasion game \( g = \langle p, U, t, S \rangle \) with persuader’s framework \( p = \langle A_p, R_p \rangle \), denoted \( \kappa(g) \), is: \( \frac{|A_p| - |S|}{|A_p|} \).

Example 1. Consider the example multi-audience persuasion game in Figure 2. The effectiveness of the strategy \( S \) is 2, as both persuadees will find the topic acceptable once the arguments in \( S \) are added to their respective frameworks. The efficiency of the strategy \( S \) is \( \frac{6-2}{6} = \frac{2}{3} \) as two argument are asserted in the strategy. Note that had the persuader chosen strategy \( \{e\} \) instead, then the effectiveness would remain the same but the efficiency would be improved to \( \frac{6-1}{6} = \frac{5}{6} \).

We use evolutionary search to find an effective and efficient strategy of a multi-audience persuasion game. We implement the problem using SBME, which provides a natural and efficient encoding.

3. Search-Based Model Engineering (SBME)

Search-based methods have long been used to solve optimisation problems [7]. Here, we give an overview of search-based methods, before examining SBME in more detail.
**Meta-heuristic search.** Many optimisation problems can be solved by dedicated algorithms or using specialised heuristics. However, as problems become more complex, it often becomes more efficient to find (near-)optimal solutions using meta-heuristic search techniques. These techniques start from one (or a population of) randomly generated **feasible candidate solutions** (i.e., solutions that satisfy all relevant constraints) and incrementally change these to explore the solution search space. The quality of any candidate solution is indicated by one or more **objective functions**—functions that take a solution and provide a numeric value indicating relative quality. A meta-heuristic algorithm then evolves the population of candidate solutions by:

1. creating a set of new candidate solutions derived from the existing solutions;
2. ranking old and new candidate solutions according to their objective values; and
3. keeping only the highest-ranked $n$ candidate solutions for the next round.

The algorithm ends either when a pre-defined number of evolutions have been explored or when another stopping criterion has been reached (e.g., when the objective values of candidate solutions no longer change significantly).

Different meta-heuristic algorithms use different techniques for encoding solutions and deriving new ones, as well as for ranking solutions. Here, we focus on evolutionary search techniques, which derive a new candidate solution from each existing candidate solution by applying a **mutation operator** randomly picked from a pre-defined set.

**Search-based model engineering.** SBME \[24,15\] aims to apply meta-heuristic search techniques in the context of model-driven engineering (MDE). Specifically, SBME techniques search for models that are optimal as defined by some objective functions.

To understand SBME, we first need to briefly introduce key notions of MDE, such as model, meta-model, and model transformation. MDE’s central tenet is that software should be developed using high-level models, expressed in domain-specific modelling languages, rather than by directly writing programs in general-purpose modelling languages such as Java or C. Key to this is the ability to define modelling languages and automatically and efficiently manipulate models expressed in these languages. Meta-models support this by providing a formalised representation of a modelling-language’s abstract syntax; that is, the concepts of the language and their interactions. Typically in MDE, meta-models are expressed as class diagrams. Models are considered valid iff they are an instance of the meta-model; that is, if every model element is an instance of a corresponding meta-model element and all connections between model elements are specified according to the associations defined in the meta-model. Model transformations, finally, are programs that take models as input and produce new models as outputs (possibly instances of different meta-models).

By employing SBME techniques for specifying optimisation problems we benefit from three main advantages: 1. we can use the concept of model transformations to simplify the definition of complex search operators that can ensure consistency of the generated offspring; 2. the use of models allows us to use the user’s domain expertise to consistently encode complex problems and solutions and, we can ensure that the search space exploration is done without generating inconsistent solutions; 3. this approach does not require the step of genotype to phenotype mapping that would otherwise be required in traditional genetic programming approaches.
4. Multi-Audience Persuasion as a Search-Based Model Engineering Problem

To represent a multi-audience persuasion game (MAPG) as a SBME problem, we must first define a metamodel that encodes the space of possible solutions. This is shown in Figure 3 and we explain now how this corresponds to our MAPGs (Definition 3). The persuader’s AF (\(\langle A_p, R_P \rangle\) in Def. 3) and the persuadees’ AFs (\(\langle A_i, R_i \rangle\) in Def. 3) are represented by the PersuaderAF class and the PersuadeeAF class respectively. An MAPG has exactly one persuader and multiple persuadees, captured by the multiplicity constraints in Figure 3 (1, resp. * for many). The persuader framework contains all arguments, denoted by the composition link between PersuaderAF and Argument, while persuadee frameworks contain some subset of the arguments. Arguments may attack one another (captured by the attacks edge in Figure 3), and exactly one argument is distinguished as the topic. Multiple arguments can be identified as forming the strategy of an MAPG (\(S\) in Def. 3), captured via the strategy link between the MAPG and Argument classes.

For a particular persuader, audience and topic argument, we are interested in finding a strategy that is effective and also, perhaps, efficient. To do this with our SBME approach, we mutate the strategy using two mutation operators: the first adds a new argument to the strategy; the second removes an argument from the strategy. The rest of the model does not change. Applying these mutations to the solution candidates allows exploration of any strategy in the search space. Two objective functions are used to evaluate any strategy found: one determines its effectiveness and one determines its efficiency.

5. Evaluation of Application of SBME to Find Strategies for MAPGs

We ran experiments to investigate performance of our approach, looking both at the quality of solutions found and the time taken to find them. We used the SBME tool MDEOptimiser (MDEO)\(^2\) to run the NSGA-II [5] algorithm over models that instantiate the metamodel we define in the previous section, where only the strategy is mutable. The NSGA-II algorithm uses a crowding distance comparator to ensure a diverse population and improve the fitness landscape exploration for problems that have more than one objective. The algorithm is run for 250 generations with population size 30. We used Tweety [22] together with the argmat-sat [1] argument solver to determine whether a particular persuadee is convinced by a strategy. The performance of the solver used to evaluate a strategy has a significant impact on the runtime of our implementation. In order to find the fastest solver, we have evaluated several solvers [20,22,1] for our use case using runtime. We found argmat-sat to be the fastest for our use case.

\(^2\)https://mde-optimiser.github.io/
Across experiments, we varied: the number of arguments in the persuader’s framework (af-size); the structure of the persuader’s framework (struct); the number of persuadees (p-num); and the number of arguments known to each persuadee, expressed as a proportion of the number of arguments in the persuader’s framework (p-size).

We performed experiments with a range of argumentation framework structures:

**Ladders** and **Cycles** These were used in Black et al.’s evaluation of their strategies for one-to-one persuasion dialogues [3]. We do not redefine the structures here but note they were designed to be especially challenging, due to the existence of arguments that may be both beneficial or detrimental for a persuader, depending on the persuadee’s beliefs.

**Trees** These are standard directed trees, whose root is the topic argument. As a bipartite AF, these are expected to be less challenging for the persuader than ladder or cycle AFs, since asserting an argument supporting the topic does not risk dissuading persuadees.

**Competition Frameworks** We randomly selected three AFs from the set used in the 2017 argumentation solver competition[^3], specifically one derived from a planning problem (with 490 arguments), one based on a Barabási-Albert network (with 160 arguments), and one translated from assumption-based argumentation (with 691 arguments).

For Ladders, Cycles, and Trees we can vary the size of the AF, but for the competition frameworks this is fixed. The framework is used as the persuader’s AF. The p-num persuadees’ AFs are uniformly random sub-graphs of the persuader’s AF, each composed of p-size × af-size arguments (recall, p-size is a proportion), one of which is ensured to be the topic argument.

As no existing work allows generation of strategies for multi-audience persuasion games, we benchmarked our approach against the two naive approaches below.

**Brute-force (BF)** searches through all possible assertions (that is, the power set of the arguments in the persuader’s AF) to find a strategy that maximises the number of persuadees that are convinced. If, during the search, a strategy is found that convinces all persuadees then the search terminated, otherwise the search is exhaustive. This approach is computationally intractable for large games, as shown in Table 3, but for smaller AFs it is feasible to use this approach to determine an optimal solution.

**Random asserter (RA)** first selects a uniformly random number of arguments to assert, from 0 to the size of the persuader’s AF. Then a uniformly random subset of this size is selected from the arguments in the persuader’s AF to assert.

We ran our experiments on Amazon Web Services Elastic Compute Spot instances. We used c4.large instances, running Amazon Linux. The experiments have been configured to run inside a Docker container running Java 1.8.0 and Amazon Linux version 2017.12.0.20180330. Each experiment has been performed on an individual machine, with 2 CPU cores and 2.5GB RAM allocated to the container. For each experiment, we ran MDEO 10 times and RA 10 times, so as to consider both average and best performance. The complete implementation and results are available online[^4].

**C1: MDEO finds strategies that are effective** We compare the performance of our approach to RA and BF, considering here the single objective to maximise the number of persuadees who are convinced. We use three settings: (1) small games where struct ∈ \{cycle, ladder, tree\} of af-size ∈ \{21, 51, 101\} (+1 argument for trees), with p-num ∈ \{1, 2, 5\} persuadees, with p-size= \{.25, .5, .75\}; (2) larger games where

[^3]: http://argumentationcompetition.org/2017
struct ∈ \{cycle, ladder, tree\} of af-size ∈ \{51, 101, 201\}, with p-num ∈ \{10, 50, 100\} persuades, with p-size ∈ \{.25, .5, .75\}; (3) games using the competition frameworks, with p-num = 50 and p-size = .5.

As BF is an exhaustive search, the strategies it returns are guaranteed to be optimal. However, BF is computationally intractable and so we are unable to compute the best outcome for larger games. For the games where we were able to use BF to determine the best outcome (where af-size ≤ 21) \textit{MDEO always found an optimal solution.}

Tables 1 and 2 compare performance of RA and MDEO, showing average effectiveness of each solution found (Ma for MDEO, Ra for RA) and effectiveness of the best solution found (Mb for MDEO, Rb for RA). For smaller games (Table 1) both approaches generally found the best solutions, but average effectiveness of the strategies found using MDEO is significantly better than for RA. For larger games (Table 2) MDEO produces better average solutions than RA, and the best solutions of MDEO are better than the best of RA. Cycle AFs proved difficult for both approaches, often resulting in failure to find a strategy that increases the number of convinced persuadees. We plan to investigate whether by giving MDEO a larger population of solutions, or more evolutions, we may be able to find solutions for cycle AFs at the cost of additional computational resources.

Results for the competition frameworks are shown in Table 4. Our approach was unable to cope with the largest of these frameworks (with 691 arguments), timing out after 24 hours, but was able to find effective strategies for the smaller competition frameworks.

**C2: MDEO can find solutions to large problems**  For a single objective to maximise the number of convinced persuadees, we compare average time taken by MDEO to find a strategy with time taken by BF. Table 3 shows the results for small games. For games with af-size > 11, the MDEO approach is almost always faster than BF search. Exceptions to this (e.g. Ladder-21, with p-num and p-size 25%) are when BF gets ‘lucky’ and quickly finds a solution that convinces all persuadees. For games with af-size of 11, BF is faster. However, closer observation of the MDEO search reveals that the best solution is actually found in earlier generations. Therefore, for these scenarios, MDEO runtime can be improved by specifying a lower number of generations or by specifying an additional termination condition that stops after there is no improvement in solutions quality for a number of algorithm steps, without an effect on the quality of solution produced.

For larger games, with af-size up to 201 arguments and number of persuadees up to 50, MDEO returns results within 90 minutes. (Full results are omitted here for space reasons but can be found in our repository.\(^4\)) This demonstrates the scalability of MDEO, both to the number of arguments in the domain, but also with increasing numbers of persuadees. Table 4 shows results for the competition frameworks: MDEO took more than 24 hours to run for the largest of these, just over an hour for the framework with 480 arguments, and less than 16 minutes for the smallest competition framework.

**C3: MDEO can find strategies that satisfy multiple objectives**  Here we seek strategies that aim to both maximise the number of convinced persuadees and minimise the number of arguments asserted. We compare both efficiency and effectiveness of the strategies produced by MDEO and RA for this multi-objective case. To compare the quality of search solutions with two objectives we use the hypervolume (HV) unary quality indicator.\(^{[23]}\). The HV measures the volume of objective space dominated by a set of objectives that form a Pareto front. A Pareto front with higher HV value is considered better. To use RA to determine a Pareto front, each run consisted of a batch of 10 appli-
demonstrates that the approach produces strategies that are effective, and that it does so by persuader strategies that maximise the number of convinced persuadees. Our evaluation of this multi-audience persuasion setting as a meta-model, to which we can apply evolutionary search to find better performing approaches for a game. Asterisks show results where all persuadees are convinced.

Table 1. Average and best effectiveness of solutions found by MDEO (respectively, Ma, top left, Mb, bottom left) and by RA (respectively, Ra, top right, and Rb, bottom right) for small games. The results in bold are the better performing approach for a game. Asterisks show results where all persuadees are convinced.

<table>
<thead>
<tr>
<th></th>
<th>2-8</th>
<th>16</th>
<th>32</th>
<th>2-8</th>
<th>16</th>
<th>32</th>
<th>2-8</th>
<th>16</th>
<th>32</th>
<th>2-8</th>
<th>16</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>struct</td>
<td>af-size</td>
<td>Mb</td>
<td>Ma</td>
<td>Mb</td>
<td>Ma</td>
<td>Mb</td>
<td>Ma</td>
<td>Mb</td>
<td>Ma</td>
<td>Mb</td>
<td>Ma</td>
<td>Mb</td>
</tr>
<tr>
<td>Ladder</td>
<td>1</td>
<td>1.0*</td>
<td>1.0*</td>
<td>1.0*</td>
<td>1.0*</td>
<td>1.0*</td>
<td>1.0*</td>
<td>1.0*</td>
<td>1.0*</td>
<td>1.0*</td>
<td>1.0*</td>
<td>1.0*</td>
</tr>
<tr>
<td>Ladder</td>
<td>2</td>
<td>2.0*</td>
<td>2.0*</td>
<td>2.0*</td>
<td>2.0*</td>
<td>2.0*</td>
<td>2.0*</td>
<td>2.0*</td>
<td>2.0*</td>
<td>2.0*</td>
<td>2.0*</td>
<td>2.0*</td>
</tr>
<tr>
<td>Cycle</td>
<td>3</td>
<td>3.0*</td>
<td>3.0*</td>
<td>3.0*</td>
<td>3.0*</td>
<td>3.0*</td>
<td>3.0*</td>
<td>3.0*</td>
<td>3.0*</td>
<td>3.0*</td>
<td>3.0*</td>
<td>3.0*</td>
</tr>
</tbody>
</table>

For competition-based games, MDEO was able to find a solution for frameworks with 60 and 120 arguments in a reasonable time (Table 4).

Across all experiments, the average time taken for MDEO to find the strategy for the two objective case was not statistically longer than the time for the single objective case. Indeed, due to the non-deterministic search of MDEO, there were many scenarios in which the two objective cases were faster. This demonstrates that there is no computational overhead for adding the additional objective.

6. Conclusions and Future Work

We have shown that we can use techniques from SBME to represent the multi-audience persuasion setting as a meta-model, to which we can apply evolutionary search to find persuader strategies that maximise the number of convinced persuadees. Our evaluation demonstrates that the approach produces strategies that are effective, and that it does so...
Table 2. Average and best effectiveness of solutions found by MDEO (respectively, Ma, top left, Mb, bottom left) and by RA (respectively, Ra, top right, and RB, bottom right) for large games. The results in bold are the better performing approach for a game. Asterisks show results where all persuadees are convinced.

<table>
<thead>
<tr>
<th>p-size</th>
<th>10</th>
<th>10</th>
<th>10</th>
<th>50</th>
<th>50</th>
<th>50</th>
<th>100</th>
<th>100</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>gather</td>
<td>25%</td>
<td>50%</td>
<td>75%</td>
<td>25%</td>
<td>50%</td>
<td>75%</td>
<td>25%</td>
<td>50%</td>
<td>75%</td>
</tr>
<tr>
<td>Ra</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
</tr>
<tr>
<td>Ra</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
</tr>
<tr>
<td>Ra</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
<td>Mb</td>
</tr>
</tbody>
</table>

Table 3. Comparison of average time taken by MDEO (M Avg Time, in HH:MM:SS:ms) with time taken by BF for small games. The faster approach is in bold. N/A indicates a solution could not be found in other settings, such as those in which persuadees are able to respond to assertions of the other types of strategic argumentation problems, we plan to apply SBME techniques to other settings, such as those in which persuadees are able to respond to assertions of the other types of strategic argumentation problems, we plan to apply SBME techniques to other settings, such as those in which persuadees are able to respond to assertions of the other types of strategic argumentation problems, we plan to apply SBME techniques to other settings, such as those in which persuadees are able to respond to assertions of the other types of strategic argumentation problems, we plan to apply SBME techniques to other settings, such as those in which persuadees are able to respond to assertions of the other types of strategic argumentation problems, we plan to apply SBME techniques to other settings, such as those in which persuadees are able to respond to assertions of the other types of strategic argumentation problems, we plan to apply SBME techniques to other settings, such as those in which persuadees are able to respond to assertions of the
Table 4. Results for MDEO and RA on competition frameworks (BA:Barabási-Albert, PP:Planning-problem, AB:Assumption-based). HV shows average hypervolume, eff shows effectiveness (best and average). Times shown are averages. N/A indicates the solution took longer than 24 hours to find.

<table>
<thead>
<tr>
<th></th>
<th>Single Objective</th>
<th>Multi Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MDEO time</td>
<td>MDEO eff</td>
</tr>
<tr>
<td>BA(160)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td>00:15:31.438</td>
<td>10</td>
</tr>
<tr>
<td>Best</td>
<td>00:15:31.438</td>
<td>10</td>
</tr>
<tr>
<td>PP (480)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td>01:04:06.672</td>
<td>34</td>
</tr>
<tr>
<td>Best</td>
<td>01:04:06.672</td>
<td>34</td>
</tr>
<tr>
<td>AB (691)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Best</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Figure 4. Multi-objective performance of MDEO and RA. Ticks on the top x axis shows number of persuadees in the scenario; bottom x axis shows number of arguments known to each persuadee (as a proportion of af-size). The size of the persuader’s AF and the graph structure are included in the top left corner of each row. For each comparison, the light gray box plot on the left shows the spread of HVs obtained by MDEO and the dark gray box plot on the right shows the spread of HVs obtained by RA.

Another avenue of future work is the implementation of more specific mutation operators that can select arguments which have a higher chance of increasing the strategy effectiveness. For example, we could use a heuristic that estimates the utility of assert-
ing a particular argument and specify the total utility as an additional objective to be maximised [17]. We are also interested in exploring if we can reduce the search time by trimming from the search space the arguments that do not support the topic.
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