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Abstract. This work discusses the formulation of argumentative dialogue as Markov game. We show how formal systems for persuasive dialogues that adhere to a certain structure can be reformulated as Markov games and thus be addressed as Reinforcement Learning task in a multi-agent setting. We validate our approach on an implementation of a proof of principle scenario where we show that the optimal policy can be learned.

Keywords. Persuasive Dialogue, Markov Games, Reinforcement Learning

1. Introduction

The ability of exchanging arguments about a certain topic or issue is essential in human conversation in order to resolve conflicts, exchange knowledge or persuade an opponent of ones point of view. Consequently, systems that are capable of interacting with humans and each others in the same way are of particular interest in view of tasks as tutoring, reasoning or deducing new knowledge. Despite the large amount of arguments present in various forms on the Internet, systems that are capable of exchanging arguments with human users (and each other) are scarce as they have to overcome different obstacles [1]. One of them is the development of a flexible system strategy that is competitive for humans. Within this work, we address this issue by formalizing the argumentation as Markov game [2] which allows to learn the agent strategy with Reinforcement Learning (RL) in a multi-agent setup. In contrast to existing approaches like the ones presented in [3, 4], no training corpus or pre-defined strategy is required as the optimal policy is learned solely from the structure of the problem and the available arguments. Moreover, RL allows to address large and complex scenarios in which the dimensionality makes analytical approaches impractical.

Following the classification of argumentative dialogue in [5], our focus lies on persuasive dialogue and a formalization of the same as dialogue game [6]. The latter ones model the interaction between agents as game in which each side is allowed to play different moves to manipulate and extend the present lines of argumentation. In addition to the straight forward exchange of arguments, these games generally also allow for strategical moves as for example questioning the validity of a move or retracting a previous statement.

We show how dialogue games for argumentation adhering to a general structure [6] can be formulated as Markov games. The approach is tested on a specific instantiation
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of such a game and a proof of principle scenario where we show that the optimal policy

The remainder of this paper is as follows: Section 2 recalls the Markov game formalism and RL whereas the formal description of argumentation as dialogue game is covered in Section 3. In Section 4, we address the formulation of dialogue games for argumentation as Markov game. Our implementation and the respective results are presented in Section 5. Finally, Section 6 includes a conclusion and perspectives for future work.

2. Markov Games and Reinforcement Learning

In this section, we first recall the definition and important properties of the Markov game formalism. Afterwards we discuss basics of RL in this context including the applied algorithms.

2.1. Markov Games

Following the notation of [7], a discounted Markov game with \( I \) players can be described as tuple \((S, A, R, T, \gamma)\) with \( S \) the set of states or state space, \( A = A_1 \times \ldots \times A_I \) the joint action space of all agents that includes the (sub)sets of actions available to player \( i \) in the respective state \( A_i(s') \) and \( \gamma \) a discount factor for future rewards. The reward function \( r_i : S \times A \rightarrow \mathbb{R} \) determines the real valued reward, given the current state \( s \) of the respective agent and the current actions of all players and is included in the joint reward function \( r = r_1 \times \ldots \times r_I \) of all players. The transition probability function \( T : S \times A \times S \rightarrow [0, 1] \) determines the probability for reaching a state \( s' \), given the current state \( s \) and the actions of all players. In the special case of \( I = 1 \), this formalism corresponds to the formal description of a Markov decision process (MDP).

In a Markov game, each agent selects actions according to a policy function \( \pi_i : S \rightarrow \mathcal{D}(A_i) \) that is a probability distribution over possible actions given some state \( s \). As the optimal policy can be stochastic, it is formally a mapping from the set of states to the set of distributions over actions \( \mathcal{D}(A_i) \). The goal of each agent is to find the policy that maximizes his expected discounted sum of future rewards

\[
V_i(s, \pi) = \mathbb{E}\left( \sum_{t=0}^{\infty} \gamma^t r_i(s_t, \pi(s_t)) | s_0 = s \right)
\]  

(1)

with \( \pi : S \rightarrow \mathcal{D}(A) \) the joint strategy of all agent. \( V_i \) is called the value function of agent \( i \). A joint policy \( \pi \) is defined to be optimal if each agents policy \( \pi_i \) is optimal with respect to the policies of all other agents. This is called a Nash equilibrium and discounted stochastic games were shown to possess at least one in stationary policies [8]. Throughout this work, we consider two-player games with alternating turns, which ensures that an optimal deterministic policy exists [9].

2.2. Reinforcement Learning

RL provides a way of solving MDPs (and Markov games) in scenarios where the solution cannot be computed analytically, for example in the case of incomplete information
(transition and/or reward function unknown) or increasing dimensionality. Most work on RL is focused on the single agent case and single agent learners are thus well studied and can also be applied to Markov games [10]. Thus, we consider methods of this kind in the herein discussed scenario. Throughout this work, we focus on (model-free) value based methods that aim at approximating the optimal state-action (or Q) function. The latter one encodes the expected future reward given action \( a \) in state \( s \) and following policy \( \pi \) afterwards. For the single agent case it can be described in terms of the state value function in Eq. 1 as

\[
Q_{\pi}(s,a) = r(s,a) + \gamma \sum_{s'} T(s,a,s')V(s',\pi)
\] (2)

If the optimal Q-function is known, the optimal policy can be derived from this function as \( \pi(s)^* = \arg\max_a Q(s,a) \). The Q-learning algorithm [11] approximates the Q-function during training by updating it according to

\[
Q(s,a) = (1 - \alpha)Q(s,a) + \alpha(r(s,a) + \gamma \max_a Q(s',a))
\] (3)

where \( s' \) denotes the state the agent is in after executing action \( a \) and \( \alpha \) is called the learning rate. It should be noted that due to the \( \max \) operator over actions this is an off-policy algorithm. The respective on-policy variation is usually referred to as SARSA - state action reward state action - algorithm [12] and replaces the action \( a \) identified by the \( \max \) operator with the action \( a' \) chosen according to the current policy in state \( s' \). It should be noted that one main issue of the Q-learning algorithm in the context of Markov games lies in the inability to learn stochastic policies [10]. However, as discussed earlier, the herein considered case of altering turns has an optimal deterministic policy and can thus be addressed by the algorithm. In order to efficiently deal with large state spaces, we employ linear function approximation [12] of the form \( Q(s,a) = \sum_i w_i \phi_i(s,a) \) where \( w_i \) denote weights that are optimized during learning and \( \phi_i \) features characterizing the present state-action pairs. As similar state-action pairs have similar features, this approximation offers an educated guess for the Q-function value of states that were not visited during training based on the values for features this state shares with others.

3. Formal System for Persuasive Dialogue

In this Section we recall the general definition of a formal system for persuasive dialogue (in short Argument Games) introduced by [6]. An Argument Game is described by the pair \( (L,D) \) with \( L \) a logic for defeasible argumentation [13] and \( D \) a so called dialogue system proper.

\( L \) encodes the arguments and their formal relations to each other that are available in the game. It consists of a formal language \( L_\ell \), a set of inference rules \( R \), arguments \( args \) that are elements of \( L_\ell \) connected by instantiations of rules in \( R \) and a binary relation between the elements of \( args \) that defines which arguments defeat each other. Thus it can be formally described as tuple \( (L_\ell,R,args,\rightarrow) \). Throughout this work we say that \( L \) encodes the argument structure of the game.

The dialogue system proper \( D \) on the other hand encodes the rules of the game. It is a tuple \( (L_c,P,C) \), consisting of a communication language \( L_c \), a protocol \( P \) structuring the...
interaction between the participants (including to determine legal moves in each state) and a set of commitment rules \( C \) that regulate implications and restrictions arising from playing certain moves.

Elements of \( L_c \) have the form \( \beta = p(c) \) where \( p \) is a dialogue act or performative, respectively out of a set \( \mathcal{P} \) and \( c \in L_t \) or \( c \in \text{args} \) an element of the defeasible logic. Over \( L_c \), two binary relations \( R_a \) and \( R_s \) are defined that encode attacking and surrendering replies.

The protocol \( P \) relies on moves \( m_k \) and dialogues \( d = m_1, \ldots, m_k \) i.e. sequences of moves and determines the player(s) to move and a set of legal moves for each dialogue. In addition, it regulates termination, i.e. when the game is finished. Each move has the form \( m_k = (k, \beta_k, pl(m_k), \tau(m_k)) \) where \( k \) is the identifier of the move, \( \beta_k \) its speech act, \( pl(m_k) \) the respective player and \( \tau(m_k) \) the identifier of the target move, i.e. the previous move \( m_k \) responses to. In the scope of this work, let \( M \) denote the set of all moves and \( M^{\leq \infty} \) the set of all possible dialogues. [14] distinguishes between single and multi-move protocols (whether the player to move switches after each move), single and multi-reply protocols (whether multiple responses to a move are allowed) and immediate- and non-immediate-response protocols.

The outcome of an Argument Game is defined by means of an outcome function or rule determining the winner of the game. An optimal strategy thus generally depends on the specific protocol, the available arguments and the winning criterion. As a consequence, the complexity of finding this optimal strategy generally depends on the size of the argument structure and structures over a certain dimensionality may thus require approximative methods like RL (depending on the specific protocol and winning criterion).

3.1. Prakken’s Argument Game

As an example for the above introduced formalism we briefly discuss one particular game introduced in [15]. The communication language \( L_c \) of this game includes five types of moves which are claim, argue, why, concede and retract. The game is played by two players (A and B), where the stance of player A (proponent) is to defend the claim and the stance of player B (opponent) is to attack the same. Thus, player A always starts the game by introducing a claim.

The protocol \( P \) relies on a relevance criterion to determine whether or not a move can be addressed in the actual turn. To this end, a binary status is assigned to each played move at each state of the game, defining it as either in or out. If an attack on a certain move leads to a change of the status of the claim, it is a relevant target. Only relevant targets can be addressed in the actual turn. The player to move is determined by the status of the claim and switches once the status of the claim is switched. Thus, the protocol is multi-move, as each player has to play moves until the status of the initial claim is switched. It is also a multi-reply, as it is possible to respond to a move more than once. The game ends if the player to move has no legal move left and therefore is not able to change the status of the claim any more. This player loses the game.

This definition of winning leads to an intuitive optimal strategy for player B that is independent of the argument structure (which is generally not the case): If player B plays an attack move in each turn, player A will eventually run out of arguments and thus always lose the game. Despite the fact that this is a strategy that is not considered optimal amongst humans, it offers a baseline for the herein introduced formalism, which is why we choose this particular game for the numerical validation of our approach.
4. Persuasive Dialogue as Markov Game

In this section we present the main contribution of the paper of formulating the Argument Game (Sec. 3) as a Markov game. We stress that this formulation is possible for any game that has the above discussed elements and is not limited to a specific instantiation. The state at time \( t \) of agent \( i \) can generally be expressed in terms of the dialogue \( d_t = m_1, ..., m_t \) and the current commitments of the respective agent \( C_i^t \) as

\[
s_i^t = (d_t, C_i^t)
\]  

(4)

The set of possible actions for each agent in a certain state \( A_i(s_i^t) \) can be derived from the protocol function \( Pr : M^\infty \rightarrow 2^M \) defined in the protocol of the Argument Game as \( A_i(s_i^t) = Pr(d(s_i^t)) \) with \( d(s_i^t) \) the dialogue encoded in state \( s_i^t \). Here, \( 2^M \) denotes the power set of \( M \). The available actions are thus equivalent to the legal moves in the Argument Game (see Eq. 3). In order to enable multiple-turn games, we assign the set of possible actions \( A_i(s_i^t) \) to the agent if he is the player to move and a \( \text{wait} \) action \( a_w \) that does nothing otherwise.

The transition function \( T \) determines the state transitions given a state of an agent, his action and the action of the opponent. In the herein discussed case, it extends the dialogue in \( s \) by the respective moves \( m_t = a_t \) associated with each agent’s action and updates the commitment of agent \( i \) according to the commitment rules provided by the Argument Game. Throughout this work we consider a deterministic environment.

The reward of each agent can be derived from the outcome rule of the Argument Game. According to [14], an Argument Game of the kind discussed here is a zero-sum game meaning that whenever one participant wins, his opponent loses the game. A straightforward approach is thus to assign a reward of \(+20\) to the winning agent and a negative reward of \(-20\) to the losing one at the end of the game. However, the herein introduced formalization does not rely on the zero-sum assumption and can be applied to general-sum games as well by modifying the reward function appropriately. Finally, the discount factor can be chosen appropriately and was set to \( \gamma = 0.9 \) in the herein considered case.

It should be noted that this general formulation comes with a large state space that is impractical in view of implementations. We thus discuss a modification of the above introduced formalization that allows to decrease the dimensionality of the state space under the following condition:

- If the legality of a move depends on the temporal order of previous moves, this dependency is restricted to the latest move.

Although it is not fulfilled by definition, we are not aware of a formal system violating this assumption. The most common systems in which the temporal order of arguments is relevant are the ones with immediate-response protocols and systems of this kind do not violate the above posed condition. Thus it is a rather weak restriction in view of implementations. If the discussed condition is fulfilled, the dialogue \( d_t \) in the state representation of equation 4 can be replaced by a graph \( G = (g,e) \) with \( g \subseteq L_e \) and the edges \( e \) given by the relations \( R_a \) and \( R_s \) defined between elements of \( L_e \) in the Argument Game. In order to enable immediate response-protocols, the latest speech act \( \beta_t \) is also included into the state, yielding the representation \( s_i^t = (G_i, C_i^t, \beta_t) \) that summarizes similar states in the original formalization in one new state. In practice, the graph can be encoded in the respective adjacency matrix to be computationally efficient.
As a consequence, the set of possible action for each agent $A_i(s^i)$ needs to be modified as well. Given the new state space $S$, the set of all dialogues $M_{≤\infty}$ and the set of all moves $M$ it can be defined as

$$A_i(s^i) = \chi(Pr(\Delta(s^i)))$$

(5)

where $\Delta : S \rightarrow M_{≤\infty}$ a function that maps the current state to a hypothetical dialogue, $Pr$ the protocol function of the Argument Game discussed above and $\chi : 2^M \rightarrow 2^A$ a function that maps a set of moves to a set of actions. The actions now take the form $a_t = (pl(m_t), \beta_t, g_t)$ with $g_t$ the node (i.e. speech act) in the graph $G_t$ that $a_t$ responds to.

The last required adjustment is in the transition function, that has to update the graph $G_t$ instead of the dialogue by including the edges associated with the current move of each player.

5. Experiment and Results

In the following, we evaluate the above introduced approach in an experiment based on the specific argument game introduced in Section 3.1. This choice is due to the fact that the optimal policy is known for this particular instantiation and thus allows to validate the policies achieved by use of the Markov Game approach.

Learning was done via $Q(\lambda)$ and SARSA(\lambda) algorithm with linear function approximation and an $\epsilon$-greedy strategy (see [12] for a detailed discussion). It is important to note that the linear approximation generally allows to encode knowledge about the optimal strategy in the features. As our point is to show that this knowledge is not needed in order to optimize the strategy, we consequently do not explore this advantage. Similar to [16], one agent was assigned a fixed policy (reference policy) against which the other agent was trained (training policy). Both agents start with a random policy and after each $n$ episodes, the reference policy is replaced by the actual learning policy. An episode consists of one closed dialogue or epoch of the Argument Game, respectively. In the following discussion, we denote a set of $n$ training episodes as a super-iteration. The stance of each agent is determined randomly at the beginning of each episode in order to train a policy that is applicable to both sides. Both algorithms were trained on an overall of 40000 episodes with the reference policy updated after every $n = 4000$ episodes for 10 randomly generated argument structures with 10 argument components each. The latter ones were employed in order to ensure that the outcomes do not depend on one specific structure. The learning rate was set to $\alpha = 0.02$ and the exploration rate was 10%. After each episode, the current policy was evaluated with 0% exploration.

Figure 1 shows the thereby achieved average reward of the training agent when assigned to stance B (grey) and overall (blue) as a function of the number of super-iterations. As discussed earlier, a Nash equilibrium means that both strategies are optimal against each other, i.e. changing the policy does not yield an advantage for any side. As both agents start with the same policy every $n$ episodes, an average reward around zero means that no improvement could be achieved by changing this policy further and both sides perform equally well. It should be noted that this is not a convergence guarantee since the training episodes or the considered amount of super-iterations might not be enough to achieve an improvement (as can be seen in Figure 1 between super-iteration
Figure 1. Average reward for the training agent as a function of super-iterations when assigned to stance B (average over 500 episodes, grey) and overall (average over 1000 episodes, blue). Exploration was set to 0% in order to derive the plot.

1 and 2). However, if the training agent is not able to achieve an improvement over several super-iterations (like in the right half of Figure 1) we assume convergence. This assumption can be tested in the herein considered scenario as we know that the optimal policy for player B always wins independently of the policy of player A. Thus, if this (optimal) policy is learned, both agents should be able to win each game in which they are assigned to stance B. This is clearly the case for the right half of the above figure and similar reward curves could be derived for all 10 random argument structures and both algorithms.

As a baseline test, the trained agents played 10 games as player B against an agent based on probabilistic rules possessing the following properties: It surrenders only if no other option is left, prefers argue over why moves and chooses between equally preferred actions randomly. Thus, the agent is semi-optimal in the sense that it does not explicitly take advantage of the argument structure but follows a generally optimal strategy. As for each argument structure the trained agent wins 10 out of 10 games once the above discussed convergence is observed, we conclude that for this proof of principle case, the optimal policy was found.

6. Conclusion

We have shown how Argument Games adhering to a general structure can be reformulated as Markov games and be addressed as a multi-agent RL task. We have tested the approach on an implementation based on a specific Argument Game and random argument structures and showed that the optimal policy can be found in each considered case. Future work will focus on different aspects. In order to deal with more realistic and thus more complex scenarios, we plan to modify the Argument Game (especially the winning criterion) in order to learn more human-like strategies and also to make the game more complex. Lastly, we aim at an interaction of this system with human users that includes a competition in playing the (modified) Argument Game.
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